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1. Introduction

Corpus linguistics is an applied linguistics approach that has become one of the 

dominant methods used to analyze language today. Biber et al. (1998) describe 

corpus linguistics as having four main features; 1) it is an empirical (experiment 

-based) approach in which patterns of language use that are observed in real 

language texts (spoken and written) are analyzed, 2) it uses a representative sample 

of the target language stored as an electronic database (a corpus) as the basis for the 

analysis, 3) it relies on computer software to count linguistics patterns as part of the 
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analysis, and 4) it depends on both quantitative and qualitative analytical techniques 

to interpret the findings.

Within the community of corpus linguists, the above definition is well accepted 

and there is generally little disagreement about the nature of the approach. The main 

area for debate relates to the scope of corpus linguistics, with some researchers 

arguing that it is more than just a methodology and instead should be considered a 

new branch of linguistics (e.g. Tognini-Bonelli 2001). Another area for debate is 

how corpus experiments should proceed. One school of thought considers that direct 

observations of the corpus should be the starting point of analyses. This is usually 

termed a ‘corpus-driven’ approach (Tognini-Bonelli 2001), and it is often associated 

with the analyses of plain texts utilizing Key Word In Context (KWIC) concordance 

lines (see Figure 1). The rival school of thought argues that it is impossible to 

completely remove all pre-existing ideas about language before observing corpora, 

and thus all corpus analyses are essentially testing pre-existing linguistic theories (a 

model) against a representative sample of real language (the corpus data). This 

analysis subsequently leads to a refining of existing theories or perhaps the creation 

of new theories. This rival view of corpus linguistics methodology is usually referred 

to a ‘corpus-based’ approach (McEnery & Hardie 2012).

Figure 1. KWIC Concordance View from AntConc 3.3.5 (Anthony, 2012)
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However, one aspect of corpus linguistics that has been discussed far less to date 

is the importance of distinguishing between the corpus data and the corpus tools 

used to analyze that data. In any empirical field, be it physics, chemistry, biology, or 

corpus linguistics, it is essential that the researcher separates the actual data from the 

appearance of that data as seen through the observation tool. In astronomy, for 

example, observation tools can vary from the human eye and simple binoculars, to 

advanced reflector telescopes positioned in space. The data observed with these 

different tools may be the same, but the results of the observations will vary 

tremendously depending on which tool is selected (see Figure 2).

    

a) the human eye    b) binoculars    c) the Hubble telescope
Figure 2. Saturn observed through different observation tools

In corpus linguistics, on the other hand, researchers have tended to pay less 

attention to this separation. In fact, there is a continuing tendency within the field to 

ignore the tools of analysis and to consider the corpus data itself as an unchanging 

‘tool’ that we use to directly observe new phenomenon in language. This view is 

revealed in quotes from some of the most prominent and well-respected members of 

the community.

“...corpora [are becoming] more and more the normal tools of linguistic 

enquiry.”

(Tognini-Bonelli 2001: 185)

“Corpora offer an ideal instrument to observe and acquire socially 
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established form/meaning pairings.”

(Bernadini 2004: 17)

“A corpus is a powerful investigative tool for use in this revision.”

(Sinclair 2004a: 280)

“Corpora have been likened to the invention of telescopes in the history of 

astronomy.”

(Hunston 2002: 20)

Interestingly, these same researchers have also shown an understanding for separating 

the two components, as illustrated in the following quotes:

“...a corpus by itself can do nothing at all, being nothing more than a store 

of used language.”

(Hunston 2002: 20)

“The essence of the corpus as against the text is that you do not observe 

it directly; instead you use tools of indirect observation, like query 

languages, concordancers, collocators, parsers, and aligners...”

(Sinclair 2004b: 189)

One reason for blurring the separation between the data and tools of corpus 

linguistics is that the data itself can vary tremendously in quality and quantity 

depending on the research design. This has resulted in many researchers devoting 

much of their time and effort to collecting more data of a higher quality and then 

resigning themselves to using the available tools to observe this data. Another reason 

is that the tools used in corpus linguistics are software based, and thus, abstract in 

nature. To develop a tool for corpus linguistics requires an understanding of not only 

of human languages but also programming languages, computer algorithms, data 

storage methods, character encodings, and user-interface visual designs. Without a 

deep knowledge of these different aspects of software design and their impact on 

data analyses, it is easy to forget the crucial role that tools play.

In this paper, I will present a case for making a clear separation between corpus 

tools and linguistic data in corpus linguistics research. First, I will explain how a 

separation of the two components helps to resolve two long running debates in the 

field concerning the size and annotation of corpora and answers a common question 
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about differences in the outputs of corpus linguistics tools. Next, I will present a 

brief account of the history of corpus tools development that will lead to an 

understanding of the strengths and weaknesses of popular tools used today. Finally, 

I will propose a model for future corpus tool design and development that does not 

rely on corpus linguists learning advanced programming techniques but can 

nevertheless lead to more powerful and flexible tools. Indeed, through the discussion, 

it will be made clear that such tools are becoming increasingly needed for 

cutting-edge corpus linguistics research.

2. Separating the data from the tool in corpus linguistics

2.1 Resolving the issue of corpus size

Corpus linguists have continually strived to build bigger and bigger corpora. The 

trend is most clearly seen in Figure 3, which shows the sizes in number of words of 

seven of the most influential corpora of the past 50 years. One of the most important 

reasons for this trend is that certain linguistic features are rare and will have a 

frequency of occurrence approaching zero in small-sized corpora. Clearly, in these 

cases, large corpora are unavoidable.

Figure 3. Growth in corpora sizes over 50 years
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However, another reason stems from a view of corpus linguistics as being 

corpus-driven. Within this view, the corpus serves not to test a linguistic model but 

to create a linguistic model. As a result, if the corpus is small it can only provide 

a small window on the language phenomenon under investigation and hence, the 

results will only provide a partial picture of its ‘true’ complexity. On the other hand, 

a large corpus will provide a more complete view of the phenomenon and thus will 

always be superior to a smaller corpus. The argument is stated succinctly by Sinclair 

(2004b: 189), when he writes:

“There is no virtue in being small. Small is not beautiful; it is simply a 

limitation. If within the dimensions of a small corpus, using corpus 

techniques, you can get the results that you wish to get, then your 

methodology is above reproach - but the results will be extremely limited...”

Others, however, have argued that small corpora can also be useful. McEnery & 

Wilson (2001), for example, give examples of interesting corpus studies on critical 

discourse that use small corpora, and Scott and Tribble (2006: 179) analyze the first 

story from Samuel Beckett’s “Texts for nothing” series to reveal patterns about the 

author’s writing. Anthony (2009) explains the importance of small-corpora studies 

using the analogy of astronomy. In astronomy, some researchers may be interested in 

studying galaxies and from these analyses create models of the universe and how it 

was born. In contrast, other researchers may be interested in studying a single star, 

such as our sun, and understanding its life-cycle, solar-flare seasons, and radiation 

emittance patterns. Few would doubt the importance of studying our own sun, and 

similarly, there is value in studying a small corpus, such as a story of Samuel 

Beckett, the works of J. K. Rowling, or a volume of research articles in 

biochemistry.

The value of a corpus is clearly dependent not on its size but on what kind of 

information we can extract from it. Therein lies the importance of corpus tools; we 

need to have tools that can provide us with the information that we desire. For 

example, if we are interested in observing which characters Harry Potter interacts 

with through the J. K. Rowling Harry Potter series, we need tools that can record 

and visualize these interactions in some way. Unfortunately, mainstream corpus 

toolkits do not provide such a feature. It can be conjectured that more progress 
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would be made in this regard if researchers focused less on debating the merits and 

weaknesses of corpora sizes and more of the validity, interest, and value of the 

analyzes they carry out within the scope of the tools available to them.

2.2 Resolving the issue of corpus annotation

Another debate in corpus linguistics regards the value of annotating corpus data 

with Part-Of-Speech (POS) tags, semantic tags, header markup, or other relevant 

information (see Figure 4). The strongest argument against annotation is that it 

‘contaminates’ the original data making it more difficult to see language patterns. 

This view has been voiced most loudly by researchers adopting the corpus-driven 

approach, who see the corpus itself as the starting point for analysis. For this group 

of researchers, adding linguistic tags and markers to the data essentially overlays the 

data with a pre-existing linguistic model. As the aim of these researchers is to 

observe new linguistics patterns within the corpus, annotation serves no purpose and 

can be considered as noise. In the words of Sinclair (2004b: 191),

“The interspersing of tags in a language texts is a perilous activity, because 

the text thereby loses its integrity, and no matter how careful one is the 

original text cannot be retrieved...In corpus-driven linguistics you do not use 

pre-tagged text, but you process the raw text directly and then the patterns 

of this uncontaminated text are able to be observed.”

Figure 4. A sample of the Brown Corpus with a) no annotation and b) added 
Part-Of-Speech (POS) tags



148  Laurence Anthony

Supporters of corpus annotation, on the other hand, usually regard the addition of 

annotation as a necessary step in order to test a particular linguistic theory. For 

example, in order to test whether a certain genre (e.g. newspaper articles) is written 

more commonly in the present tense than past tense, it is necessary to count the 

occurrence of the two tenses in a representative sample of target texts. If all verbs 

in the corpus are tagged for tense, it then becomes a simple task to confirm or reject 

the hypothesis.

Again, the debate on the value of annotation can be easily resolved by 

refocusing the discussion on the tools used to analyze corpora. Modern corpus tools 

are easily able to show or hide different layers of annotation or markup of texts. If 

a researcher would like to analyze the raw texts, the various layers of annotation can 

be hidden. On the other hand, if a researcher needs to count verb tenses or any other 

linguistic feature and has tagged the corpus for them, the software can then utilize 

this additional information and provide the researcher with a result almost 

instantaneously. 

The value of annotation can be understood further if it is considered as a way of 

marking features in texts that are not immediately observable when the raw text is 

seen with the naked eye. Once the annotation process is completed, these additional 

layers can be observed or ignored depending on the software tool used. The concept 

is similar to the way in which tools are used in other fields. In astronomy, for 

example, many astronomical objects, such as stars and planets, can be easily 

observed with the naked eye. However, by utilizing different tools, additional layers 

of information, such as ultraviolet emissions, can also be observed and analyzed to 

reveal new features of the target object (see Figure 5).
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           a) visible light                     b) ultraviolet light
Figure 5. The Sun as seen in different light regions 

(data obtained from NASA)

2.2 Resolving the issue of conflicting results in corpus linguistics 

software tools

Corpus linguists become most aware of the tools they use when their studies are 

replicated with a different tool and the results do not match. Surprisingly, this is a 

common situation, despite the fact that corpus linguistics is an empirical approach in 

which studies are supposed to be replicable and results verifiable. The reasons for 

disagreement between corpus studies are complex. However, one reason for a 

discrepancy is that the linguistic feature under investigation is not being counted in 

the same way by the tools. This can be illustrated using the example of counting 

word frequencies in a corpus. Word frequency is a linguistic phenomenon that many 

corpus researchers are interested in, whether it is to determine the complexity of a 

particular text in an English for Specific Purposes (ESP) study, the bias of a 

particular writer in a Critical Discourse Analysis (CDA) study, or any number of 

other linguistic research interests. When counting word frequencies, the corpus tool 

must first determine what a ‘word’ is. This is the job of the software tool developer 

and the word definition will be hardcoded into the computer program underlying the 

tool. One tool developer may code words as strings of letters A to Z. A second 

developer may include numbers 0 to 9 as part of a ‘word’, and a third developer 

may provide a default implementation (e.g. based on letters) but allow the user to 



150  Laurence Anthony

change that implementation through the tool’s user interface. The result is that all 

three tools may produce different word frequency counts for the same corpus. Table 

1 shows a real-world example of the effect when counting the most frequent words 

in the US Presidential Inaugural Address of 2009 using three commonly used corpus 

tools.

Table 1. Top ten words appearing in the US Presidential Inaugural Address 
of 2009 according to WordSmith Tools, Monoconc Pro, and AntConc

WordSmith Tools

(Scott 2012)

MonoConc Pro

(Barlow 2000)

AntConc

(Anthony 2012)
Rank Frequency Frequency Frequency

1 the 136 the 136 the 136
2 and 111 and 111 and 111
3 of 82 of 82 of 82
4 to 71 to 71 to 71
5 our 68 our 68 our 68
6 we 60 we 60 we 62
7 that 50 that 50 that 50
8 a 46 a 46 a 46
9 is 36 is 36 is 36

10 in 26 in 26 in 26

Clearly, the results match closely. However, at rank 6, the word “we” appears 60 

times according to both WordSmith Tools and Monconc Pro but 62 times according 

to AntConc. On first sight, this may suggest that AntConc contains a bug. However, 

on closer inspection of the tools, it can be found that both WordSmith Tools and 

Monconc Pro treat apostrophes (') as part of a word, whereas AntConc does not. As 

a result, the following two occurrences of “we” in the inaugural speech are not 

counted by the first two of these tools as they are considered to be different ‘words’ 

in the corpus:

...and bind us together. We’ll restore science...

...friends and former foes, we’ll work tirelessly to...

Rather surprisingly, AntConc is the only tool of the three that explicitly details 

the definition of ‘words’ that it uses. It is also unique in allowing the user to 
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completely redefine the word definition to match that of other software tools, or 

implement a completely new definition, for example, when working with non-English 

texts, where the concepts of ‘letters’ and ‘numbers’ may not be easily transferable.

What is important to remember is that differences in the way tools are designed 

will have an impact on almost all corpus analyses. For example, differences in the 

definition of a word will impact not only on word frequency counts, but also on the 

values of type-token ratios, the strengths of collocation between words, and the 

N-grams and keywords produced for a corpus

3. Advances in software tools development for corpora 

analyses

3.1 Four generations of corpus tools

McEnery and Hardie (2012) describe four generations of software tools. The 1st 

generation appeared in the 1960s and 1970s and ran on mainframe computers. These 

tools were only able to process the ASCII (http://www.asciitable.com/) character set, 

which is essentially the letters A-Z, English punctuation, numbers, and a limited 

number of symbols, such as those for mathematical calculations. As a result, they 

were limited to processing only English corpora. Most of the tools were designed for 

a single function, such as counting the number of words in a text or producing 

KWIC concordance lines. Examples of these include Concordance Generator (Smith 

1966), Discon (Clark 1966), Drexel Concordance Program (Price 1966), 

Concordance (Dearing 1966), and CLOC (Reed 1978). The last of these was used in 

the well-known COBUILD project at The University of Birmingham which was 

headed by John Sinclair. Interestingly, the majority of the tool concepts proposed in 

the 1960s still serve as the foundations of modern corpus tools, although of course, 

the tools of today run much faster. As an example, the Discon tool took 

approximately 4 min. to process 1000 lines of poetry (Clark 1966). Today’s tools 

would be able to perform the same task in a fraction of a second.

The 2nd generation of corpus tools in McEnery and Hardie’s (2012) review 

cover the tools that were introduced in the 1980s and 1990s. These were again 

limited to processing ASCII and had limited functionality. However, their advantage 
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was that they could run on the early personal computers, allowing researchers to 

carry out small-scale studies. They also allowed teachers to introduce corpora 

analyses into the language learning classroom in what Johns (2002) described as a 

Data-Driven Learning (DDL) approach. Examples of software from this generation 

include the Oxford Concordance Program (Hockey 1988), Longman Mini- 

Concordancer (Chandler 1989), Kaye concordancer (Kaye 1990), and MicroConcord 

(Scott & Johns 1993).

Most of the current tools used by corpus linguists are classed by McEnery and 

Hardie (2012) as third generation tools. Early versions of these tools began appearing 

in the late 1990s but many are continuing to be developed and improved today. The 

main advantages of these tools over earlier ones are that they offer a multitude of 

functions, include common statistical methods, have improved scalability to work 

with larger corpora, offer some degree of multi-language support by processing 

characters outside of the ASCII character set, and include user-friendly interfaces that 

are more suitable for users with little computer experience. Examples of third 

generation tools include WordSmith Tools (Scott 1996-2012), MonoConc Pro 

(Barlow 2000), and AntConc (Anthony 2004-2012) that were mentioned earlier in 

this paper.

The biggest limitation with third generation corpus tools is that they struggle to 

handle very large corpora of over 100 million words. Today, an increasing number 

of corpora are being released that are automatically compiled by scraping data from 

Internet sites. These corpora can be several billion words in length, and the 

architecture of third generation tools is not appropriate to process them. Another 

limitation is that publishers are becoming increasingly sensitive about allowing their 

data to be used for research purposes. As a result, collections of texts can no longer 

be compiled and distributed for analysis with corpus tools on a personal computer. 

The response to these two problems has been the creation of fourth generation tools, 

such as corpus.byu.edu (Davies 2013), CQPweb (Hardie 2013), SketchEngine 

(Kilgariff 2013), and Wmatrix (Rayson 2013). These tools offer better scalability by 

storing the corpus in a Web server database and pre-indexing the data to allow for 

fast searches. They also offer protection from copyright issues by preventing users 

from viewing the complete corpus. Rather, users must access the corpus through a 

user-interface that presents only a small frame of the corpus data at a single time. 

The interface does, however, usually allow users to search the entire corpus and 
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generate standard results from the entire corpus, such as KWIC concordance lines 

and word frequency lists.

Despite the above advantages of fourth generation tools, they also have a number 

of limitations. First, they may be considered as ‘overkill’ if a user wants to compile 

a small corpus and perform a simple analysis on it. Fourth generation tools require 

the data to be cleaned, processed, reformatted, indexed, and finally uploaded to a 

server before the analysis can begin. Also, to access the server in the first place, the 

user may have to register for the service, agree to various licenses, and possibly pay 

a monthly subscription charge. The alternative is to setup the tool on a personalized 

server, but this would require the user purchasing a server computer, setting up the 

server, installing the corpus tool software, and then maintaining the server for the 

duration of the project. Another problem is that many of these fourth generation 

tools are inappropriate for the analysis of corpus data of a sensitive nature, such as 

internal business meeting minutes, university entrance exams, and personal diaries, as 

they require the data to be uploaded to an external server. A third problem relates to 

the fact that some fourth generation tools are linked directly to particular corpora 

(usually copyright protected) and offer no option to be used to analyze other corpus 

data. A fourth problem that relates to the third is that when a new (copyright 

protected) corpus is created, it is inevitably released via a new corpus/tool setup, 

resulting in an explosion of one-off, web-based, single corpus interfaces, each with 

idiosyncratic positioning of controls and operation features. A final problem is that 

fourth generation tools blur the boundaries between the corpus data and the tool used 

to observe it. Due to the way these tools store the corpus data in an indexed form 

on an external server, users have no way to observe the raw data directly with their 

own eyes. All interactions must be through the tool (usually a web browser user 

interface). When analyzing corpora with these tools, it is easy for researchers to 

forget the filtering effect of the tool and begin using it in an unquestioning manner.

Based on the above historical account of tools development, it is clear both third 

and fourth generation tools have strengths and weaknesses. This is reflected in 

Figure 6, which shows the results of a recent survey of corpus linguists asking them 

which computer tools they most often use for research (Tribble, 2006). Clearly, third 

generation tools, such as AntConc and WordSmith Tools, continue to be popular 

amongst researchers. However, the figure also shows the popularity of fourth 

generation tools, with the corpus.byu.edu site ranked first in the list and Sketch 
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Engine and Wmatrix ranked 4th and 8th. It should be noted, however, that 

corpus.byu.edu is the only tool listed that is not a general purpose tool. The high 

ranking of the tool is likely to be related to the fact that one of the corpora it gives 

access to is the largest corpus of contemporary American English.

Figure 6. Most popular tools used for analyzing corpora (Tribble 2012)

3.2 Current issues in corpus tool development

In general, the current tools available to corpus linguists are fast and feature rich. 

They also offer researchers access to a wide range of functions to analyze KWIC 

concordancers, distribution plots, clusters and N-grams, collocates, word frequencies, 

and keywords. On the other hand, most of the tools are still English-centric in that 

they only allow access to English corpora. They are also generally researcher-centric 

in that they do not always lend themselves to easy use in the classroom with 

learners. An additional problem is that they generally do not explicate the settings 

they use, the most fundamental being their internal definition of words. Finally, they 

all offer a different user-experience, because each tool is created in isolation and 

thus offers a different user interface, control flow, and functionality.

One solution to the current problems with corpus tools has been suggested by 

researchers such as Biber et al. (1998), Gries (2009a), and Weisser (2009). They 
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encourage corpus linguists to learn programming and develop their own analytical 

tools. Biber et al. (1998: 256) argue that if a corpus linguist can develop their own 

tools they can then do analyses not possible with concordancers, do analyses more 

quickly and more accurately, tailor the output to fit their own research needs, and 

analyze a corpus of any size. On a similar note, Gries (2009a: 11-12) argues that 

using a preexisting tool leaves researchers at the mercy of the company or individual 

selling them, whereas programming allows them to take control of their own 

research agenda. 

There are clearly advantages in corpus linguists learning a programming 

language, not only in that it provides them with more flexibility to develop tools for 

a particular task, but also because it gives them an insight into the issues that all 

tool developers have to address when developing general purpose tools. On the other 

hand, as Anthony (2009: 5) explains,

“The reality for most corpus researchers, however, is that computer 

programming is in a completely different world...without extensive training in 

programming...it is likely that these tools would be more restrictive, slower, 

less accurate and only work with small corpora.”

In the following section, I will propose an alternative model for creating the next 

generation of corpus tools that overcomes the limitations of the current third and 

fourth generation tools, but also does not require corpus linguistics to learn advanced 

programming techniques.

4. A proposal for future corpus tool software design

Current trends in corpus linguistics research suggest that future studies will rely

increasingly on large corpora, advanced functionality, and sophisticated statistical 

methods, such as those discussed by Bayern (2008), Gries (2009b), and others. The 

complexities in developing tools that can handle these requirements are a major 

challenge and certainly beyond the technical capabilities of corpus linguistics 

researchers who have completed an introductory course in programming. In 

astronomy, researchers face a similar dilemma in that they require increasingly 
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sophisticated tools in order to look deeper into the university and collect more 

sophisticated measures of stars, planets, and other celestial objects. However, few 

researchers in astronomy have begun studying how to build advanced optical and 

radio telescopes. Rather, they form research teams that include members of the 

science and engineering community with backgrounds allowing them to build the 

desired tools. Similarly, I propose here that researchers in corpus linguistics should 

also work more closely with members of the science and engineering community, 

such as computer scientists and software engineers, in order to design and build the 

next generation of corpus tools. Within these teams, thought should be given to the 

needs of researchers, teachers, and learners so that the tools have maximum 

applicability. Researchers adopting a corpus-based approach, for example, need tools 

that can handle annotated corpora and allow access to sophisticated analytical 

functions and statistical measures. Researchers with a corpus-driven background, on 

the other hand, have less need for annotation and statistical measures and so the 

tools need to be able to hide these features and functions from the interface. 

Teachers generally have little need for a research tool. They need to be able to 

quickly and easily access a corpus, filter the results to show only those that are 

directly relevant, and be able to display, save, and perhaps print those results for use 

in teaching materials. Similarly, students in a DDL classroom do not need a research 

tool. They need a corpus tool that gives them access to a corpus in an easy and 

intuitive way. They also need a tool to show them results that are 

immediately applicable to a given learning task, such as finding a common 

collocation of a word or showing them a language pattern that is useful when 

writing a research paper. All these issues relate directly to tool design.

Finally, the complexity of future needs will almost certainly require the efforts of 

many people. This suggests that corpus tool development should be an open source 

initiative with tool components being developed in a modular fashion. By dividing 

tool components in this way, it becomes easier for tool functions and features to be 

extended, modified, or simplified depending on the need.

As an example of the above approach to corpus tool development, Anthony et al. 

(2011) have recently headed a team to develop a next generation corpus tool called 

AntWebConc. This tool has been built in an open-source and modular fashion, with 

input from researchers and teachers, and incorporating feedback from English foreign 

language learners at a Japanese university that have used a prototype of the tool in 
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a DDL classroom setting. To avoid the danger of becoming just another web-based 

corpus tool, AntWebConc is designed to serve as a framework that can host a range 

of different single and parallel corpora. This is achieved by ensuring that the system 

is developed using a Model-View-Controller (MVC) architecture, as illustrated in 

Figure 7. Although AntWebConc runs on a server, its components are almost 

completely cross-server compatible and portable. This means that a user wishing to 

use the framework can simple copy the framework files into a standard website 

location and immediately have access to their corpora and tools. An example of a 

user-derived implementation of the AntWebConc is the WebParaNews parallel 

concordancer used in DDL classes at Nihon University in Japan (Anthony 2013). 

This tool is shown in Figure 8.

Figure 7. The Model-View-Controller (MVC) Architecture of AntWebConc
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Figure 8. The WebParaNews Parallel Concordancer Based Running on the 
AntWebConc framework

5. Summary and conclusions

In this paper, I have discussed the role of software tools in corpus linguistics 

research. I first explained that corpus tools are critical to the success of all 

corpus-based and corpus driven research projects, as well as Data-Driven Learning 

(DDL) approaches in the classroom. I also explained the need for researchers to 

clearly separate the corpus data from the corpus tool when addressing problems and 

issues in corpus linguistics. Many of the strongly debated issues and concerns in 

corpus linguistics can be addressed by simply understanding the role and position of 

corpus tools in a research project.

Next, I gave a brief summary of the history and development of corpus tools 

spanning almost 50 years. Four generations of tools were covered and the advantages 

and limitations of each generation of tools were discussed. This led to a proposal for 

developing the next generation of corpus tools that are built in an open-source and 
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modular fashion, and are developed as a community effort, incorporating the skills 

and knowledge of corpus linguists, computer scientists, software engineers, as well as 

language researchers, teachers, and learners. A real-world example of such a tool 

was also presented.

Corpus linguistics is becoming one of the dominant approaches used in 

linguistics research and it is increasingly being used in the language learning 

classroom. The success of the approach is intrinsically related to the tools used to 

access, analyze, and display the results of corpus searches. It is hoped that this paper 

has provided a new perspective on corpus tools that will lead to continued growth of 

corpus linguistics tools and the field as a whole.
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